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Abstract

This article describes the Philips automatic train timetable information
system which enables the user to call up accurate information about train
connections between 1200 German cities over the telephone. In contrast to
most of the inquiry systems available so far, the caller can talk to our sys-
tem in unrestricted, natural and fluent speech, very much like talking to a
human operator. No instructions are given beforehand.

The system consists of four main components: speech recognition,
speech understanding, dialogue control, and speech output. They are sepa-
rated into independent modules and executed sequentially. The speech
recogniser creates a word graph from the spoken input. This word graph
is then passed to the understanding component which computes the
meaning, using an attributed stochastic context-free grammar. A dialogue
manager analyses the results and either accesses the database or comes up
with another question if necessary.

The system has been made available to the general public in an ongoing
field test, both to gather speech data and to evaluate its performance.

Keywords: automatic inquiry system; speech recognition; speech under-
standing; natural language understanding; word graph; dia-
logue control; train timetable information.

1. Introduction

Automatic inquiry systems are systems that people can call in order to
obtain certain information, without a service representative being involved.
In order to create a database query from the spoken input, the system requires

*) This work was in part supported by the German Ministry of Research and Technology (BMFT)
under contract No. 01 IV 102 B.

Philips Journal of Research Vol. 49 No.4 1995 3 399



H. Aust et al.

not only speech recognition, but also a speech understanding component to
determine the meaning of the spoken input, and components for dialogue con-
trol and speech output.

Most of the automatic inquiry systems that are already in operation are not
very user-friendly. Callers have to interact with them either by pushing keys on
their touch-tone telephone, or by uttering one of just a few words the system
can understand. This leads to rigidly structured, usually menu-driven dia-
logues that are accompanied by lengthy explanations.

In our system, in contrast, the user can talk in unrestricted natural and flu-
ent speech, very much like he would chat with a human operator. He does not
receive any instructions beforehand. _ (

Our prototype installation provides information on the schedule of the
German railway system. It understands and responds in German; all examples
in this article were translated into English. The vocabulary of the speech
recogniser currently consists of approximately 1850 words, 1200 of which
are railway station names. They are made up of the most important German
cities, plus a number of smaller stations in the Aachen area and a few from
abroad. Even though there are almost 10000 railway stations in Germany,
the above described selection ensures that more than 95% of the timetable
inquiries occurring in real life are covered.

The current system is a pure software solution (written in C) that runs on
Unix workstations. Therefore, response times may depend on the current
load of the computers, but we usually attain real-time operation. The system
is connected to the public telephone network and can be reached under the
number +49 241 604020 from all over the world. It should be made clear at
this point that our system is still a research prototype that is in no way inter-
related with the official railway information service of the Deutsche Bahn AG.
The database we use, though, is a real one, so the information a caller gets is
accurate.

A typical call to the system goes as follows:

System: Good morning. This is the automatic timetable information service.
From where to where do you want to go?

Caller:  Good morning. I need a connection from Munich to Hamburg.

System: When would you like to go from Munich to Hamburg?

Caller:  Next Saturday, er, at seven o’clock.

System: So you want to travel on Sunday the 19th of February at 7am?

Caller:  No, on Saturday.

System: So you want to travel on Saturday the 18th of February at 7am?

Caller:  Exactly. ~

System: There is the following connection: With IntercityExpress 682,
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departure from Munich at 7:20, arrival in Hamburg at 12:51. Would
you like me to repeat the connection?

Caller: No, but I need a train for the return trip on Sunday.

System: At what time would you like to go from Hamburg to Munich on
Sunday the 19th February?

Caller: 1 have to arrive in Munich late in the evening.

System: So you want to arrive in Munich between 8 pm and 11 pm?

Caller: - Yes.

System: There are four connections. This is the first one: With IntercityEx-
press 789, departure from Hamburg at 14:02, arrival in Munich at
20:03. Would you like me to repeat the connection?

Caller:  No, thank you.

System: Would you like the next connection?

Caller:  No, thanks, this one is fine.

System: Do you need another connection?

Caller: No.

System: I wish you a pleasant journey. Thank you for calling. Good bye.

Just as in the communication process between humans, recognition errors
and misunderstandings may occur. The system therefore allows the caller to
correct these mistakes, as shown in the example. Under adverse circumstances,
it may still happen that a customer cannot reasonably be understood. This will
eventually be detected, and the caller will be referred to a human operator.

In Section 2 of this paper, we will introduce the system architecture and
describe the individual modules and their functionality. Section 3 reports on
our experience with the on-line operation of the system. In Section 4, finally,
some conclusions are summarized.

2. System architecture

Most traditional applications of automatic speech recognition like dictation
or voice control only perform a speech-to-text conversion. An inquiry system,
however, additionally requires speech understanding, dialogue control, and
speech output capabilities. The interaction between these basic components
is of particular interest, since an appropriate architecture should be expected
to help increase the system’s overall performance. This is especially important
for the integration of the recognition and understanding parts.

The recognition performance is deteriorated by several effects:

e The quality of the incoming speech signal is poor because of the limited-
bandwidth and often noisy telephone lines.
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e The vocabulary may comprise several thousand words, yet the system has to
operate at least close to real-time.
e An automatic inquiry system must, of course, be speaker-independent.

These rather adverse circumstances lead to a word error rate of about 20%
in the current system. One could hope to improve this by exploiting the know-
ledge of the understanding component for recognition purposes, effectively
using it as a language model.

In our system, however, we do not integrate the different components
directly, but separate them into individual modules that are executed sequen-
tially (Fig. 1). Well-defined interfaces ensure that the system can be easily
maintained and that entire modules can be exchanged without affecting the
remaining parts. In this way, we avoid complicated and error-prone interface
protocols inherent in more complex architectures.

2.1. Speech recognition

Our inquiry system employs the PHICOS system of Philips Research for
speech recognition. It uses hidden Markov models with continuous mixture
densities, 6-state left-to-right phoneme models, and a tree-organised beam
search [1]. The system is described in reference [2]. The vocabulary of the
inquiry system consists of a total of 1850 words, 1200 of which are railway
station names. '

2.1.1. Acoustic modelling

To adjust it to the new application, the PHICOS recogniser had to be modified
in several respects. First of all, the feature extraction had to be adapted to the
telephone-line bandwidth. We use a mel-scale log filter bank with 14 channels

Fig. 1. The system architecture.
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in the range from 300 to 3400 Hz. The short-time channel energies are normal-
ized and augmented by their first-order time differences. The overall short-time
signal energy and its first- and second-order time differences are also included.

Unlike in the dictation product, we use only monophones. For our task, the
reduction of the error rate achieved by employing context-dependent phonetic
units did not justify the inevitable increase in computational effort.

The system had to be trained for speaker-independent operation over the
telephone network. While the lack of appropriate data was a problem in the
beginning, we now have about 20 hours of training material at our disposal.

2.1.2. Word graphs

Since the word error rate is still high, as pointed out before, it usually does not
suffice to just examine the single best sentence, computed by the recognition.
Thus, the meaning of a spoken sentence is computed from word graphs that
are generated by the recogniser [3]. A word graph (Fig. 2) is a directed acyclic
graph whose nodes represent points in time, and whose edges are labelied with
a word and an accompanying acoustic score. In our case, the score is the nega-
tive logarithm of the joint acoustic probability density. Each path through the
graph represents a sentence hypothesis.

The word graphs are generated in a two-step process: First, a word hypotheses
generator (WHG) produces scored word hypotheses at a rate of several thousands
per spoken word. The WHG is basically a time-synchronous Viterbi recognizer
that starts a new search tree at every sth frame, where n=3 has turned out
to be an adequate compromise with respect to accuracy and computational
costs. For each path reaching the last state of a word, a word hypothesis is
emitted. Using proper pruning techniques, a search effort comparable to the
normal integrated bigram search for the best sentence can be obtained.

The second step in word graph generation is the word graph optimisation. By
optimising over word boundaries, purging and pruning, the number of

I'd like to go to Hamburg
(13.68)  (11.29)  (10.38) - (1221) (14.09) . (29.88)

Homburg
likelihood (27.56)
(37.90)

Fig. 2. A sample word graph. The parenthesised numbers are negative logarithms of acoustic prob-
abilities computed by the speech recogniser. Note that the density of word graphs actually occurring
in our system is usually much higher.
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hypotheses is reduced in order to obtain a relatively sparse word graph. This
phase uses the word scores delivered by the WHG and does not need to access
the acoustic models any more, and it does not require major computational
resources either.

The density of a word graph, measured as the average number of edges cre-
ated for a spoken word, can be adjusted by tuning the relevant pruning para-
meters. In our prototype, graphs with about 10 edges per word turned out to
be most effective.

2.2. Speech understanding

The word graph that was created by the speech recognition component is
then passed on to the understanding module whose task it is to find the best
path through the graph, and to determine its meaning.

For our purpose it is not necessary to understand every word in the spoken
sentence. Instead, we are only looking for — more or less standardised —
phrases that are usually used when someone expresses a certain
aspect of a request for a timetable information. These concepts, like
‘to <station name >’ for the destination, may occur in arbitrary order, and
they may be interspersed with filler words that are meaningless with respect
to the creation of the database query, like ‘Good morning’ or ‘I want to go’.

It is thus sufficient to locate and process just the concepts rather than the
entire sentence. This technique has two major advantages: sentences that are
grammatically incorrect — which is rather common since we are dealing
with spontaneous speech — or insufficiently recognised, can still, at least
partly, be understood. And the method is computationally inexpensive: on
average, our current system needs just 28 ms to understand a sentence.

An attributed stochastic context-free grammar serves as a language model,
identifies the relevant phrases and computes their meaning.

2.2.1. Bridging silence
In a word graph like the one depicted in Fig. 3, the special word SILENCE can

I'd like to SILENCE go to Hamburg SILENCE

Homburg

Fig. 3. A very simple word graph that will be used in this article to demonstrate the speech under-
standing process. The probability scores have been omitted for clarity.

404 Philips Journal of Research Vol 49 No.4 1995



A spoken language inquiry system

Hamburg

I'd like to SILENCE go to Hamburg SILENCE

to Homburg

Fig. 4. The modified word graph: SILENCE arcs are bridged.

occur because of a low or hesitating way of speaking. It may also recombine
parallel paths into one node.

While SILENCE is a word just like any other for the recogniser, it has to be
ignored when searching for meaningful word sequences. Therefore, in a first
processing step, for each non-SILENCE arc followed by a SILENCE arc, a
new edge is inserted into the graph that extends from the start node of the
word arc to the end node of the SILENCE entry (Fig. 4). It is labelled with
the same word and the sum of both scores. Processing all nodes in ascending
order ensures that sequences of SILENCE arcs are treated adequately as well.

2.2.2. Concept graphs

In the next step, this modified word graph is converted into a concept graph
(Fig. 5). Its nodes are the same as in the word graph; its edges, however, are
concept instances instead of words. All entries of the original graph that do
not contribute to a concept are missing.

2.2.3. Stochastic grammars for concepts

We use a stochastic context-free grammar [4] to model the individual concepts.
For each concept, a distinct start symbol is defined, so our grammar can be
regarded as a set of grammars that may share subordinate rules. Every rule
has a probability which indicates how likely it is to be applied, given the
left-hand-side non-terminal. Note that this grammar is semantic rather than
syntactic since it does not describe the structure of a sentence but its meaning.

For each of the start symbols, all possible derivations are computed and

Destination: Hamburg

@066 6 & 600

Destination: Homburg

Fig. 5. The concept graph.
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inserted into the concept graph. Similar to the word graph, these edges also
have a score. Following a standard approach in speech recognition, there are
two contributions to this value: the sum of the scores of all word arcs generat-
ing the concept instance, corresponding to the acoustic likelihood of this word
sequence, and a language model score delivered by the grammar. It is com-
puted by summing up all scores of rules involved in such a partial parse.

The grammar can be augmented by definitions for insignificant but often-
used phrases like “I’d like to” or “Could you please”. The resulting better cov-
erage of the word graph reduces the risk of erroneously finding concepts that
were no element of the utterance.

A concept graph still contains all the information of the original word graph
that is relevant with respect to the given grammar. Additional knowledge, in
the form of the language model probabilities, was incorporated.

2.2.4. Filler arcs

In general, there is no path from the first to the last node of a concept graph,
since concepts will not always be adjacent to each other. Besides, recognition
errors can cause concept instances to appear that were not part of the spoken
sentence. When searching for the best path through the graph, we therefore
have to be able to bridge gaps as well as to bypass individual concepts.

For this purpose, filler arcs are introduced. They are labelled with an empty
concept and the acoustic score of the optimal path between their start and end
nodes in the word graph.

For every concept edge, a bypassing filler arc is inserted. Also, begin and end
of the concept graph are connected with each concept, and the same is done for
all of those concepts that were not interlinked before. The result is a complete
concept graph (Fig. 6) serving as a suitable basis for determining the most
probable path.

2.2.5. Searching for the optimal path

However, the best path through a concept graph constructed that way always

FILLER FILLER

RN

Destination: Hamburg

® @0 60 & o 60,9

Destination: Homburg

O

Fig. 6. Finally, the complete concept graph.
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consists of filler arcs only. To avoid this, a filler penalty is added to the score of
each filler arc. It is time-proportional in order to express that sequences of filler
words are increasingly unlikely the longer they last.

Since certain concept sequences are observed more frequently than others,
we additionally employ a concept bigram model, including sentence beginning
and ending. Filler arcs are ignored on this level.

This technique is fairly simple but achieves very satisfying results, provided
that the filler penalties are properly chosen. Nonetheless, there is clearly room
for improving the modelling.

2.2.6. Determining the meaning

With the method described above, the most likely sequence of concepts (and
thus words) can be derived from a given word graph. However, in order to cre-
ate a database query, we need the meaning of the concepts rather than their
textual representation. It is advisable to compute it as soon as the concept
graph is constructed. A meaning is associated with each concept instance
and not just with those in the chosen path. This allows for a modified path
search utilising semantic information later on. This could be formulated as
hard constraints (‘two destinations being observed in one sentence must be
equal’), or once again, as probabilistic constraints (‘two different destinations
in one sentence are very unlikely’).

In order to associate a meaning with the concepts, we extended our gram-
mar to become an atrtributed grammar [4]: each non-terminal can have any
number of attributes. Every syntactic rule can be provided with semantic rules,
which compute the attributes of the non-terminal on the left side from the
given values on the right; only these so-called synthesised attributes are used
(Fig. 7). This way, an expression is parsed top-down, and its meaning is
subsequently computed bottom-up.

<Time> ::= (0.56) <prep> <Hour> <Minute>

time := <Hour>.number * 60 + <Minute>.number
<Hour> ::= (2.61) one | (3.38) two | ...
number := 1 | 2 | ...
<Minute> ::= (8.31) fifteen | (5.22) twenty | ...
number := 15 | 20 | ...
<prep> ::= (1.64) at | (2.11) after | ...

Fig. 7. A simple stochastic attributed grammar for time expressions. The values in parentheses are
proportional to the likelihoods of the corresponding rules.
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TABLE I
Sample date representations
Today CURRENT_DATE
Tomorrow ) CURRENT_DATE + 1
Next Saturday V $,,,6, += CURRENT_DATE
Three days before Christmas ($,12,24,,3 += CURRENT_DATE) - 3
Within this month CURRENT_DATE ..
(($,,1,, ++ CURRENT_DATE) - 1)

datel .. date2 results in datel with a duration up to the beginning of date2.
date + integer (date — integer) computes the date integer days after
(before) date.

Table I shows a few examples of dates expressed with this formalism.

2.2.8. Disambiguation of concepts

With the process described above, the relevant parts of an utterance and
their meaning can be determined. However, individual concepts may be instan-
tiated more than once, or they might be missing altogether. Several reasons
can be responsible for that: callers may leave out information or contradict
themselves. They may wish to correct themselves, or they may use a phrase
not covered by the grammar. Recognition or understanding difficulties can
also cause confusion.

Missing information does not constitute a real problem in a dialogue
environment — a follow-up question can take care of that — whereas multiple
instances are more troublesome. This is because they may be contradictory,
but often are not. For example, “at four o’clock” and “in the afternoon” are
two distinct time specifications that can, of course, be joined, thereby not only
reducing the number of hypotheses, but also rendering unique the previously
ambiguous “four o’clock”. We use a number of rules for the combination.

2.3. Dialogue control

Once the concepts and their meaning in the spoken sentence are found, it is
theoretically possible to create the database query. However, as already men-
tioned, missing, ambiguous, or contradictory information may prevent just
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that. Besides, because of the recogniser’s relatively high error rate, it is impor-
tant that the system can verify what it believes it understood. Otherwise, an
incorrect query may result.

It is evident what is to be done to overcome these problems: we need a
system that can ask questions and involve the caller in a dialogue.

For reasons of user friendliness, it is highly desirable for this dialogue to be
flexible, natural and capable of adapting itself to the user’s utterances. Unfor-
tunately, this may result in hundreds of different questions that can follow in
almost arbitrary order, leading to tens of thousands of possible dialogue situa-
tions that cannot be represented in any convenient way.

We have therefore developed a special programming language for dialogues
in automatic inquiry systems [6]: most aspects of this subclass of general dia-
logue, e.g. questions, slot definitions and verification phrases, are specified in a
declarative way. An interpreter then takes care of the selection of appropriate
questions, handles the results it gets from the speech understanding module,
and finally creates the database query. With this description formalism, the
complexity of a dialogue representation is considerably reduced. '

2.4. Speech output

Both the results from the database query and the questions generated by the
dialogue manager are passed to the speech output component in the form of
complete, written sentences. Any available speech synthesis program can
then be used to convert these words into ‘spoken’ language.

However, real text-to-speech synthesis as it is available today does not
sound completely natural. As the vocabulary is large but fixed in this applica-
tion, we recorded all necessary phrases and words, e.g. the station names,
numbers, and names of months and weekdays, and stored them in digital
form on hard disk. Whenever output is to be created, the appropriate segments
are concatenated and replayed.

While this approach is fairly simple and somewhat limited in flexibility, the
generated speech sounds rather pleasant and seems to be widely accepted.

3. Field test

In order to get training material for the recognition and understanding
parts, as well as for evaluation purposes, we had to make people call our sys-
tem. These realistic calls were also necessary for us to debug the system and
learn about customers’ demands and ideas, their general behaviour and prob-
lems, so we could increase the system’s usability and usefulness. And finally,
we were interested to see how far such an automatic system would be accepted.

410 Philips Journal of Research Vol. 49 No.4 1995



A spoken language inquiry system

For finding answers to questions like these, Wizard-of-Oz (WOZ ) scenarios
in which a human being takes the part of the computer are widely used [7, §].
While such a set-up is well suited for the collection of speech data, the other
aspects cannot be covered as well. Obviously, the system cannot be tested,
debugged and evaluated if replaced by humans during the test. Also, the
way people react to a system and their attitude towards it largely depends
on its performance. This in turn is closely related to the recognition and under-
standing rate which is hard to simulate. Therefore, in a WOZ environment, the
utterances collected, as well as the observations made and comments given, are
less realistic than when the actual system is used.

3.1. Acquiring realistic speech data

For the reasons pointed out above, we conducted a field test with our sys-
tem. The general idea was to tell people about the existence of a new automatic
inquiry system and encourage them to use it or at least to try it out. They were
not given details or instructions in any case. It should be noted, though, that
while our approach allows for a rather exact evaluation, the collected data are
not necessarily completely realistic: people who call in because they are curious
tend to behave differently from those who really need information.

The field test was organized as a bootstrapping process. We began with a
speaker-dependent system that was not to be used over the telephone but
with an ordinary high-quality microphone, and that displayed its output on
the computer screen. Our initial training material for both speech recognition
and speech understanding consisted of roughly 1000 sentences that a number
of different people had thought up. This data, however, was not very represen-
tative for real dialogues. About 15% of the sentences were only slightly related
to the conversation subject (“when will the schedule change”) and many
phrases that are often used in real inquiries were not contained in this data.
The best example is the indispensable word “yes” which in the beginning
was hardly understood at all since it did not occur in the training material.

With this initial system we were able to collect some speech data that had
mostly been spoken by the developers themselves. Having trained the system
anew, a telephone version was installed that showed, foreseeably, poor perfor-
mance. In order to induce other persons to call, the telephone number was first
circulated within our research group, and later inside the department and the
entire laboratory. After each step, the newly compiled material was harnessed
for retraining and general improvements.

Motivating other people to actually call our system turned out to be a major
problem. We used personal conversation and posters for advertising. Unlike
as described in reference [8], we always pointed out that this was an automatic
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system, hoping to raise curiosity in this way. To avoid that only the relatively
small number of colleagues actually planning a journey would call, we sought
to explicitly encourage everybody to simply try the system and see how it works.

While we received clearly fewer calls than we had expected, those that came
in eventually enabled us to improve the system’s performance to a point when
we were ready to address the general public. Beginning in February 1994, it has
been promoted through press releases and radio interviews. The number of
incoming calls showed considerable peaks after each publication; often, the
system was not idle for more than one or two seconds before the next call
arrived. Since we were offering only a single telephone line, we probably
missed many calls, in particular because people who call the system only out
of curiosity are likely to lose interest if they attempt several times to get
through but always hear the busy signal.

Proceeding in the manner described above, we were able to debug, evaluate
and improve our system even further. The disadvantage is that many of the
incoming calls were made by people who only tested the system and did not
really need any information. We would probably have to connect our system
to an official information service to overcome this drawback.

3.2. Call transcription

For further training of both the recognition and understanding com-
ponents, it was necessary to record all incoming calls and transcribe them
manually. These transcriptions can also be used to evaluate the dialogue
and detect possible problems or awkward passages.

Each call is annotated with attributes that describe its particular properties;
voice characteristics (male/female/child), speaker accent, and line quality (low
volume/noisy/background talk/background music, etc.) being amongst the
most prominent. We also noted whether the call was successful or not, which
cannot always be rated because some callers hang up immediately or check out
the system instead of seeking a train connection.

The system itself always stores the output it creates, i.e. the questions and
the query results, so together with the transcription, the full course of a dialo-
gue can be recovered. It is helpful for the transcriber to see what kind of system
action leads to an otherwise inexplicable user response, and in a future version,
this information may also be useful for dialogue-situation specific training.

The recogniser’s vocabulary is updated automatically. It consists of the
words the speech understanding component can process, plus all of those
that occurred in callers’ utterances at least n times, with » typically being
between 2 and 4, depending on the desired vocabulary size.
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3.3. Evaluation

While it is trivial to evaluate a stand-alone speech recognizer, and feasible to
do so for a system that creates a database query from a single sentence, there is
no easy way to evaluate dialogue systems automatically [9]. After all, the all-
important criterion is user satisfaction, which cannot be determined as easily
as the word error rate, for example.

Probably the best approximation is to measure the percentage of callers who
obtained the information they asked for. This, of course, is only a simplified
approach since important aspects like the speed of the system, clearness and
understandability of the voice output, etc. are not accounted for.

To get at least a rough idea of the callers’ opinions, we ask them for general
comments and for suggestions for improvements at the end of a successful dia-
logue. Their remarks are recorded but not processed by the speech recogniser.
Detailed questionnaires as used in references [10] or [11] could certainly yield
more valuable information, but our experience shows that in an anonymous
telephone environment most callers would not bother to answer them. Indeed,
only very few people even respond to our short invitation to comment on the
system. Those who do, however, are usually enthusiastic; phrases like “very good”
or “wonderful” abound. Negative statements mostly refer to difficulties that
occurred during the previous dialogue and are hardly ever of a more general kind.

It is interesting to see that evidently many people are not aware that speech
recognition is a technology that does not yet work 100% accurately. Problems
caused by recognition errors are often not perceived for what they are, but are
attributed to general weaknesses of the system. This impression is confirmed
by a number of comments explicitly referring to the speech output: it seems
that in the minds of the general public speech output, and not speech recogni-
tion, is regarded as the real challenge. ‘

Another remarkable observation from the feedback is that satisfaction with
and approval of the system are apparently less dependent on the course of the
previous dialogue but rather on the general attitude of the caller.

These experiences indicate that a good and human-like speech output is impor-
tant for a high acceptance of an automatic inquiry system. Hence, our method of
using a human voice instead of a synthesised one turns out to be a good choice.

3.4. Observations and problems

In this section, we will give an overview of the observations and problems
most frequently noticed during the field test. Interestingly enough, while some
of them were foreseeable, others came completely unexpected. This only con-
firms how valuable a system evaluation in a real-world environment is.
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3.4.1. Technical problems

A sizable number of difficulties was caused indirectly by the telephone inter-
face. One problem was that we cannot compensate for different volumes of
callers’ voices in our system. While some of them spoke so quietly that the sys-
tem could not find out whether they talked at all, others were so loud that con-
siderable distortions were caused already by their receiver’s microphone.
Unfortunately, there is little that can be done about that.

Furthermore, our current installation is very simple and does not allow a
flexible adaptation to an individual person. We consider a caller’s utterance
to be finished after a predefined amount of silence went by. If this pause is
too long, an awkward delay will result. On the other hand, if it is too short,
people speaking hesitatingly may be interrupted in the middle of a sentence.

The detection and processing of the actual speech signal was occasionally
also made more difficult by background noise, e.g. from a radio or television
set. Some callers even created their own distractions by taiking to other people
in the room: “Amazing — he understood everything!” (This astonished
remark then confused the system completely, and the call was finally aborted.)

3.4.2. Problems with the database

Two problems that we had not anticipated were caused by the database.
Firstly, since we create speech output by replaying pre-recorded phrases,
everything that is to be converted from written to spoken language must be
known in advance. This is especially true for all timetable information
returned from the database. We had not expected to encounter words like
“ferry” or “footpath” when asking for train connections an consequently
could not output them.

Secondly, whenever we received a new release of the database because of the
seasonally changing train schedule, we found that some stations did not exist
any more or were named differently. The solution here would be a closer coop-
eration with the manufacturer of the database or generation of synthetic speech.

3.4.3. Recognition errors

While much of the natural language understanding and dialogue research
efforts in the past went into systems that accept typed input, our system by
definition deals with spoken language. The major difference is that in our
case recognition errors can and will occur. In fact, because of the adverse con-
ditions of speaker independence, spontaneous speech, low signal quality, open
and relatively large vocabulary and reai-time constraints, the word error rate
of the recogniser is currently about 20%.
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In an inquiry system, recognition errors can have two effects: something said
by the caller may not be correctly understood, and something not said might
be erroneously found in the speech signal. The first case is not too troublesome
if it doesn’t occur too often — an appropriate question will cause the caller to
repeat what he or she said — whereas the second turns out to be more severe.
People tend to be confused if the system ‘knows’ something they have not yet
talked about, and may not be able to correct such a misunderstanding. There-
fore, the dialogue should be designed in a way that at any particular time it can
only understand those things that a caller can be reasonably expected to say.

The disadvantage of this strategy is that there will always be people who say
something that makes sense in certain circumstances, but the system does not
comprehend it. On the other hand, a caller cannot distinguish such a situation
from a simple recognition or understanding problem, and these are unavoid-
able, anyway.

A typical example where we changed the dialogue in order to account for the
recognition difficulties outlined above is the way we handle verifications. Due
to the high error potential, it is vital for an automatic inquiry system to verify
what it believes it understood by asking appropriate questions. Otherwise, an
incorrect query may result.

Our first approach was to come up with a single verification question like
“So you want to go from Hamburg to Munich tomorrow at 3pm?” after all
information was gathered, and to allow the correction of all data at this point.
The advantage of this approach was that we did not have to interrupt the nor-
mal flow of conversation. Unfortunately, the consequence of this strategy
often was that a confirmation given by the caller, like “Yes, exactly”, was mis-
recognized as correction, e.g. “at 4pm”. In some cases, the result was that
while the system originally had understood everything perfectly, the unin-
tended correction caused severe problems that finally led to a wrong query
or an aborted call.

In our current system, we therefore verify everything by changing the sub-
sequent question appropriately, as in “When would you like to go to Munich?”
instead of “When would you like to go?”” when the destination “Munich” is to
be confirmed. A correction is only possible for those values that appear in the
question (in the example, the destination), which greatly reduces the odds of mis-
understandings. This strategy has a disadvantage, too: some people do not rea-
lize that they can correct a value since they are not explicitly asked to do so.

Another major difference between written and spontaneously spoken input
lies in the correctness of the utterances. While many of the observed expres-
sions are grammatically correct sentences or at least parts thereof, word
sequences like “twelve midnight for to be in Hamburg™ also appear. This
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underlines the validity of our understanding approach that only looks for
meaningful words and phrases, regardiess of their order within an utterance.

3.4.4. Reaction to questions

We found that the way a particular question is asked greatly affects the
response of the caller. Our system originally initiated the dialogue with
“How can I help you?”. This formulation, natural as it may be among humans
in a similar situation, apparently confused several people who did not know
how to react. When this phrase was altered to a more suggestive ‘“From where
to where do you want to go?”, quite often, simple answers like “from Hamburg
to Munich” were the result.

Of course, there is no guarantee that questions will always be answered in
the way one would expect. In fact, we often encountered situations in which
a response did not only not answer the question but was, at least at first sight,
altogether illogical:

System: When would you like to go to Hamburg?
Caller:  No.

We suppose that in this and comparable situations the callers tried to speak in
a machine-like language — in this case, to indicate that they did not want to go
to Hamburg — because they did not realise that the system would have under-
stood a response like “No, not to Hamburg, I want to go to Munich.”

3.4.5. Callers who only test the system

Several callers apparently only tested the capabilities and limitations of our
system, and did not need any information or did not even pretend they would.
Typical of this is the use of absurd phrases like “I want to go yesterday”, “on
the 30th of February”, or “from Hamburg to Hamburg”.

We do not think that these are problems that major effort should be spent
on. After all, a realistic caller wants information and can therefore be expected
to be cooperative. Besides, it will never be possible to make a system absolutely
foolproof anyway.

Another phenomenon was that an unexpectedly high number of stations
was asked for that were not in the vocabulary. The explanation is that people
who only wanted to try the system often asked for a connection to their home
town, or purposely tried small stations to see whether they would be under-
stood. As mentioned above, the selection of the stations in our vocabulary
should ensure that more than 95% of real inquiries can be answered.
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3.4.6. Accents and dialects

People who speak in German dialect or with strong foreign accents amaz-
ingly almost never had problems in being understood. This may partly be
due to a particularly careful and emphasized pronunciation typical of non-
native speakers.

Occasionally, though, foreigners used phrases that native speakers would
never consider and that were not covered by the system’s grammar. Conse-
quently, they were not understood, even though it would have been clear to
humans what they meant. However, this does not constitute a real problem:
if an automatic inquiry system were to be employed in an environment where
many non-native speakers could be expected to use it, the appropriate phrases
could simply be added to the grammar.

3.4.7. Diverse opinions on details

It was interesting to note that the opinions of people we asked about our
system varied, even on very specific topics.

For example, some people found the system’s announcements too slow,
whereas others complained about their high speed. The comments on the
(male) voice of our system range from “very pleasant” to “boring” and
“should be changed”.

Before our system became fast enough for real-time operation, a piece of
(electronic) music was played whenever the caller had to wait for a response.
We found that some kind of pause-bridging sound is necessary if a system can-
not answer immediately. Otherwise, callers may be confused and wonder
whether the line was interrupted. While half of the people asked liked the
music, the other half detested it.

The consequence of these observationsis that one has to be very careful when it
comes to modifications of the system. In particular, it should not be changed
because of individual opinions, not even if they are identical to one’s own.

3.5. Evaluation results

- Currently, we receive about 1500 calls per month; altogether, we have col-
lected more than 10000 so far. Approximately one-third of them cannot be
used for evaluation purposes since they were made by people who only played
with the system, used it for party entertainment, or hung up right after the
initial greeting. Of the other two-thirds, 10% seem to consist of real requests,
while 40% of the callers apparently only try the system. For the remaining
50%, this cannot be decided. The success rate, i.e. the percentage of callers
who actually get the information they originally requested, for these three
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groups averages about 80%. One quarter of the remaining calls fails due to
poor recognition performance, which we hope to improve further as we collect
more training data. The rest ask for stations that are not in the vocabulary, or
have other problems with the dialogue.

4. Conclusion

We have described the system architecture and the components of our
automatic train timetable information system. We also reported on the experi-
ences we gained during the operation of the system in a broad-based and
ongoing field trial. This test was organized as a bootstrapping process, which
allowed us to start with only little original training data and utilize the incom-
ing calls for improvements from the very beginning. We found that this is a
good way to collect training material and to evaluate the system at the same
time.

The success rates achieved in the test make clear that the underlying technol-
ogy is well-suited for realistic applications. Most importantly, the reactions of
many callers show that automatic systems of this kind are accepted and wel-
come since they can often provide better and more easily accessible service.
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